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A Software Development Specification

for Nonlinear Structural Analysis

Joseph A. Landers*

Abstract

This report describes a programming environment for structural engineering
computations. Offering many advantages over the current state of technology in
this area, the software system discussed here is highly flexible and portable. In
addition to carrying out sophisticated calculations efficiently on today's engi-
neering workstations, the environment can also exploit the power of larger
computers by linking tasks over a local area network. Furthermore, the system is
programmable and extensible. Finally, the software system may be integrated
with existing programs such as finite element codes and mathematical libraries.

1 INTRODUCTION Over the past several years, significant changes in
the computer market have created new computational

For many years computers have found applications opportunities for structural engineers. The availability
in the solution of structural engineering problems. The of low cost workstations equipped with powerful 32-bit
machines were, for the most part, utilized during the processors, high resolution graphic displays and inex-
analysis phase of a project. Often, the process con- pensive networking facilities can be expected to make
sisted of preparing an input file with a keypunch or a significant impact on the way in which engineering
generating information with a text editor. After pre- problems are formulated and solved. While the cost of
senting this data to a large and complex structural these computer systems has been dropping rapidly, the
analysis program in a batch environment, a substantial amount of raw processing power has been growing
volume of results would be returned to the engineer, almost geometrically. This has been especially true in
While making the most efficient use of limited com- the highly competitive market of general purpose com-
puter resources, this method of interaction was often puter systems. Even the large scale vector and parallel
tedious and prone to expensive errors. For example, processing machines have now become more acces-
one simple mistake due to a typing error might have sible to general engineering applications. Significantly,
significantly changed the meaning of the input which both hardware and software vendors are beginning to
could have negated hours of computation. The batch come to a consensus on standards for the tools they
oriented environment also made the development and provide. For example, there are computer networking
testing of new methodologies and algorithms very dif- standards for distributed file systems such as NFS [27],
ficult. Even when presented with an interactive text standards for inter-machine communication such as
editor, the construction and debugging of new concepts RPC [6], and standards for graphic display and interac-
and ideas often involved many iterations of the "edit, tion such as PHIGS [5], GKS [12] and the X Window
compile and debug" cycle. System [28]. There are even standards under develop-

*Department of Civil Engineering, Division of Structural Engineering, Mechanics and Materials,
University of California, Berkeley.
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ment for operating syst'ems such as POSIX [11]. From Hence, the detailed account of the software system
a buyer's standpoint, this agreement among vendors has described here is more than just a theoreticai exercise,
helped to stabilize the computer workstation market it contains the recommendations based upon partially
and make the choices of a particular brand of hardware implementing the environment outlined in [14].
and software less importanL. Now, not only does the
buyer have a better basis for comparing different sys- 2 HISTORICAL PERSPECTIVE
tems, but the decision to purchase one vendor's equip-
ment over another's no longer entails a lifelong corn- Although this software system contains many unique
mitment. and innovative ideas in the context of structural engi-

Unfortunately, the advances in structural engineer- neering applications, these concepts are related to a
ing software have not kept pace with the rapid changes large body of previous work. The programming envi-
in the computer marketplace. Certainly, some applica- ronment described here not only builds upon the work
tions which were developed and used on computer done by others in the area of structural engineering, but
systems popular in the past have been modified to run it also draws upon the experience of those from outside
on today's workstations [19). Some software, devel- of this field, including such diverse areas of mathemat-
oped in the commercial sector, has been radically modified ics and computer science. Many valuable insights can
and enhanced to exploit the capabilities of the new be gained by studyi.ig how previous researchers have
hardware [7]. A few new packages have even been investigated and solved problems related to this topic.
written [25]. Yet, while these systems provide func- This programming environment owes much to three
tionality in the form of large and monolithic programs, earlier structural engineering software systems. The
little innovative software is available to the research first, the Integrated Civil Engineering System or ICES
and development community of structural engineers. [17], was a very ambitious collection of programs de-
Because this group relies upon advances in several veloped during the 1960's at the Massachusetts Institute
diverse areas such as mathematics, numerical analysis of Technology. ICES sought to provide a common set
and computer science as well as engineering, they of utilities not only for structural computations, but
require a computational environment that is responsive also for other areas of civil engineering as well. Con-
to changes in the state of the art. Since new techniques sidering the capabilities of the computer hardware avail-
and algorithms must be tested and debugged as they are able at that time, the system was quite sophisticated.
implemented, these researchers also require a system Applications used a crude keyword-oriented command
that provides a high degree of flexibility and interac- parser, and were able to extract and manipulate objects
tion. located in simple tables. Later, a commercial vendor

This report provides a somewhat detailed descrip- extended the functionality of the software to include
tion of a software environment for structural engineer- automated design facilities [22]. This vendor still
ing applications. While the system discussed here is supports a derivative of the work today. The second
primarily intended for the design and implementation program which had a major influence on the current
of new methodologies and techniques in finite element software system was the Problem Oriented Language
analysis, this software can also be extended and applied Organizer or POLO [18], developed during the 1970's
to commercial production situations as well. The origi- at the University of Illinois. A POLO system for the
nal intent of this report was to furnish a description of a analysis of engineering structures featured a high level
theoretical system, with the implementation coming at of interaction in the manipulation of finite element
some later time. However, during the course of prepar- models. The language was quite flexible and friendly.
ing this account, it became clear that at least a portion The third and final system to have influence on the
of the programming environment would prove of great design of the current environment was developed dur-
value in the author's current research in the develop- ing the 1980's by the architectural firm of Skidmore,
ment of a new finite element model for shell structures. Owings and Merrill in Chicago, Illinois. While private
Hence, while the software system described here has firms have always developed software to solve prob-
not been completely constructed, some major sections lems particular to their business, this system had many
of the environment have already been implemented at interesting attributes. The Structural Data Manage-
the University of California, Berkeley. Several of the ment System or SDMS [16], was a well developed
other ideas described here have, for the most part, environment for the design and analysis of tall build-
already been included in other systems outside of the ings. SDMS featured a high level of interaction in the
discipline of structural engineering [9, 13,29]. They form of both a fairly sophisticated command parser and
should not, therefore, represent a great deal of effort to graphic interface. The system also had the ability to
add to the already existing collection of computer code. share information with other application packages in-
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cluding those oriented toward drafting and mechanical neers. It is this integration that is especially important
design. for engineers who work at the leading edge of computa-

Large, general purpose finite element codes have tional technology.
also had a significant influence on the overall design of
the current programming environment. The system
detailed in this report is not intended to replace these 3 TERMINOLOGY
codes, but rather it seeks to augment them by integrat-
ing their operation with new capabilities. From the In this section several technical terms and concepts
standpoint of the construction of a software system for which are frequently used throughout this report will be
structural engineering computations, these general pur- defined and discussed. The intent of this section is to
pose finite element codes are more interesting, not in provide a common reference point to these ideas so that
terms of the activities they support but rather for their the reader can have a better understanding of the under-
information requirements. Many popular general pur- lying structure and philosophy of the current program-
pose computer codes are available for finite element ming environment. Since it is assumed the reader is
analysis applications. Some of these include NAS- already familiar with the various technical terminology
TRAN [19], ANSYS [7] and SAP [36]. These codes in the realm of structural engineering, only a few new
provide a library of finite element models and have a concepts from field of computer science will be pre-
variety of analytical capabilities including both static sented. Note that while the definitions presented here
and dynamic response options and perhaps a capacity are quite general, they may or may not represent the
for investigating non-linear behavior, meanings in a more general computer science context.

A few research systems for mathematical and engi-
neering calculations provide some other interesting 3.1 Interpreter
perspectives. The CAL 78 [35] system is a matrix
interpreter specifically oriented towards solving struc- An interpreter provides a mechanism for translat-
tural engineering problems. The MATLAB [23] sys- ing input provided by the user into actions which are
tem provides some additional sophisticated functional- usually executed immediately by a machine. A com-
ity in a more general mathematical setting. A large piler, in contrast to an interpreter, generally stores this
general purpose symbolic manipulation system, translation in a file, possibly in some different internal
MACSYMA [21], has the ability to solve problems in form, for execution by a machine at a later time.
differential and integral calculus, along with many Interpreters allow new algorithms to be written
other capabilities. The research code FEAP [33] is a interactively. They can provide immediate feedback
hybrid between a general purpose finite element pro- on the implementation. While an interpreter may not
gram and a structural engineering development system. always provide the most efficient means for the execu-

With the availability of engineering workstations, tion of a program, they usually can offer very high
several projects developed by the computer science levels of debugging support. The execution of code
community also deserve some mention. These include resulting from processing a user's input is most often
the highly sophisticated Smalltalk [9] system, which is done by another piece of software called a virtual
a complete programming environment for software machine.
development and a programming support system for Input translation into a form suitable for execution
the Ada [1) language which has been marketed by on a machine is done in five phases. During the first
several vendors. two phases, the input is scanned and parsed. Here, the

Ideally, the system described in this report should information is broken into pieces called tokens. These
be an aggregate of all of the best features of the pro- tokens are recognized on a syntactic level during the
grams reviewed here. However, given the constraints second phase in order to determine which program-
on both the time and resources available, this new ming structure is being represented. For example,
programming environment for structural engineering consider the following line of code.
computations can only approximate this ambitious goal.
The new system is still very powerful and flexible. It sum = a + 2.0
combines the response of an interactive program with
the speed and efficiency of a batch-oriented system. It The tokens are "sum," "="a," "+," and "2.0." Syn-
is programmable and extensible. The intent of this tactically, this line represents the form of a binary
report is to provide a common framework where all of addition followed by an assignment. While the second
the separate ideas and concepts presented in this sec- phase analyzes the form of the input, the next transla-
tion can be combined for the benefit of structural engi- lion phase studies its meaning. This third phase, se-
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mantic analysis, may provide extra information on how deals with the portion of program text where a given
a task is to ultimately be carried out on the machine, name has the same interpretation.
Alternatively, semantic analysis may also find errors in The current Fortran standard [3] allows only for a
the application of the programming constructs based limited number of primitive data types. For the most
upon the context of their use. For example, the follow- part, these types are closely related to the underlying
ing line of code is syntactically correct as an assign- computer hardware and there is no mechanism for
ment of the sum of two constants, but it is semantically defining new data types. By contrast, the system de-
in error because character strings may not be added to scribed here not only supports Fortran's simple types
integer values. but it also allows the programmer to construct new data

types by aggregating these basic types with any already
a = 1 + "abcdefg" existing data types. Essentially, this environment im-

plements some of the features described in the proposed
The fourth phase performs optimizations on the code. Fortran 8x language [4]. The ability to define and
This is critical in a programming environment for struc- manipulate variables composed of aggregates of the
tural engineering calculations because such tasks are basic types not only makes writing and debugging
generally very computationally intensive. For more algorithms much more straightforward, but it also fa-
details on this phase see [15). The fifth and final phase cilitates the integration of different applications under
consists of mapping the translation into a form suitable a common environment. For example, the program-
for execution on the machine. Here, for example, loops ming environment may not only link to an existing
are converted to machine idioms for "test and branch." finite element program coded in Fortran, but it may
More details on all of these phases can be found in [21 also communicate with a symbolic manipulation sys-
or [371. tern written in the LISP language [34].

Under the existing standard, the scope of a variable
3.2 Language Design in a Fortran program is limited to the function or

subroutine where it is defined. Names of common
Language design and implementation are impor- blocks and program units are globally persistent. Fur-

tant issues in any interpretive environment but they are thermore, there is no facility for hiding data definitions.
particularly critical for the system described here. There While program units may associate storage through
are several reasons. First, the language interpreter common statements, there is no standard mechanism
serves as the primary mechanism of communication for maintaining variable names across program units.
between the user and the computer. Hence, the envi- By contrast, the programming environment described
ronment must provide a flexible means of translating here allows not only data hiding, but also contains
concise engineering descriptions into efficient actions. provisions for named global storage.
Second, the form of the language dictates how other
portions of the system fit together. For this reason, the 3.3 Virtual Machine
language must provide sufficient power to express a
wide variety of concepts and ideas. Finally, in order to A virtual machine may be roughly defiaed as a
keep the environment accessible to a large pool of complete computer system, including both the underly-
engineers who may work with the system only on ing hardware and its software, implemented entirely by
occasion, the entire collection of software must be a computer program. Virtual machines mimic the
logically designed and implemented. If possible, it hardware facilities supplied by a processor, memory
should be biased toward exploiting the user's existing and input/output actions as well as the computer's oper-
knowledge of computer programming. For example, ating environment. They may also support other tasks
an environment would be much easier to learn and such as local disk storage and access to network func-
apply if the programming constructs and techniques tions.
were tied to an existing language such as Fortran Virtual machines offer several advantages. First,
rather than a language dialect unfamiliar to engineers, they can provide a portable base for software develop-

Two important language concepts which hold very ment. Only the virtual machine itself must be ported to
prominent places in the design of this environment for a new computer architecture or operating system. Ex-
structural engineering computations have to do with isting applications which utilize the machine do not
the type and scope of variables. A type is categorized have to be modified. Second, these machines present a
by a set of allowable values, a mechanism for specify- common interface to the application software. Hence,
ing those values and a collection of permissible opera- there tends to be greater uniformity for both the pro-
tions which use those values. The scope of a variable grammer and user. Third, virtual machines can be
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quite flexible and often offer an alternative to large, pages. These pages represent both the instructions and
monolithic programs. A user may pick and choose data of the executable image. In large codes, such as
among options dynamically. There have been many those commonly employed in finite element studies,
successful environments based upon virtual machines there are often many portions of the program which are
including those described in [16], [31] and even [24]. not used in a given analysis. Unfortunately, however,

these unused areas must be transferred in and out of
3.4 Computer Networks computer memory before the proper segments of the

code are resident and available to the central processor.
A few years ago computer networks usually con- This unnecessary and often time consuming conduct

sistcd of small groups of machines sharing relatively has two detrimental effects on today's modem com-
tiny pieces of information around a single office or puter architectures. First, it causes the program to seize
building. Alternatively, they also described a collec- large amounts of valuable physical memory resources.
tion of computers shipping data over a leased telephone This can negatively impact the behavior of other jobs
line. While these networks provided a valuable service running on the computer. Second, many computer
in transferring blocks of information to remote sites, systems dynamically move jobs out of physical mem-
they were somewhat expensive to operate reliably and ory and to secondary disk storage when central memory
they required extensive user intervention, facilities become unavailable. This process is called

Today, computer networks have much more pow- swapping. Since these large programs capture many
erful capabilities. Well defined standards now exist resources, the central processor unnecessarily bumps
[32] so that many very different computers can share jobs to and from the much slower secondary storage.
not only individual data but also physical resources The net result is poor response time for all jobs running
over a wide geographical area. For example, not only on the computer.
can objects such as simple collections of files be trans- Some systems, such as the one described here,
parently and instantaneously accessed, but entire data- permit objects to be dynamically loaded. Only a small
bases may also be made available, set of frequently used functions is actually part of the

Furthermore, as an outgrowth of the ability to executable image. Other portions particular to a given
share physical resources over a computer network there task or implementation are bound as they are needed.
are also some sophisticated communication facilities This can greatly improve computer system perform-
now available. One of these, the public domain Re- ance and response time.
mote Procedure Call or RPC mechanism [6], allows
user level software to dynamically call procedures on
another machine. This powerful operation is supported 4 SYSTEM OVERVIEW
by the system described in this report.

The system described here is a flexible and effi-
3.5 Dynamic Binding cient computational tool for structural engineering

applications. In this environment, not only may the
Dynamic binding is a relatively new technique of problem specifications be easily modified, but new

combining pieces of software together in a manner algorithms and techniques may also be readily imple-
which allows a great deal of flexibility on today's mented. Problem parameters may be monitored and
general purpose virtual memory computers. In stan- changed. This system is based upon current available
dard practice, a programmer often describes the actions computer hardware such as an engineering workstation
a section of software should take by providing a de- with a 32-bit processor, bit-mapped graphics display
scription in a high level language such as Fortran or C. and computer networking interface. Besides being able
This description is then compiled into a format suitable to exploit the capabilities of this type of hardware, the
for the underlying computer hardware. At a later time, system can also take advantage of other, more powerful
different modules are linked or bound together result- machine architectures by linking tasks over a local area
ing in a single monolithic executable image. This computer network.
binding, which is only done once and lasts essentially This environment does not aim to replace existing
forever, is known as static binding, structural engineering software, but rather to augment

In today's virtual memory computer architectures, these programs by allowing the computer code to exist
static binding can lead to gross inefficiencies in the in a larger and more flexible framework. The system
execution of a program image. This is because these works in a manner similar to small, independent oper-
computer systems often bring in tiny pieces of a pro- ating system built on top of the existing operating
gram to the machine's memory in segments called system generic to the workstation. In the spirit of many
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other existing computer standards such as [32, 121, the 4.1 Virtual Machine
current environment is described in terms of applica-
tion layers. Other than a small and compact set of The virtual machine is the heart of the system.
utilities which represent the core of the system, there is Providing the locus where computations are carried
a great deal of latitude in what an individual implemen- out, it is equivalent to a complete computer system
tation actually contains. In this way, new implementa- implemented entirely in software. The virtual machine
tions can still compatibly exist with older ones and not is constructed to provide an interface between the ac-
be burdened by unnecessary details. For example, a tual computer hardware along with its operating system
particular implementation may not contain a computer software and the rest of the structural engineering pro-
network utility library because its application is not gramming environment. Not only does this arrange-
required. If, however, one is added at some later time, ment provide a portable development platform for the
the guidelines are provided so that this library can rest of the modules, but it also localizes the changes
interface and behave the same across all implementa- that must be made when the entire environment is
tions. ported to a new computer system.

The general structure of the environment is graphi- This virtual machine provides a mechanism for
cally depicted in Figure 1. There are four major com- manipulating small pieces of data by executing simple
ponents: the interpreter, a virtual machine, the set of operations. There is a segment to store instructions, a
structural support libraries and a package of applica- separate segment to store data and a few locations to
lions libraries. Each of these components performs a keep temporary information which needs to be ac-
specific and well defined task within the programming cessed quickly. Additionally, the machine usually
environment, operates by traversing a loop in which instructions are

[GeometryJ Property [Bud.y[ ]ods [Aayi I  Rsls

ommand VStirctual ApiainSfw

aieLibraries

Element
Codes

0s) -- Command .- _ Virtual - Application_- Sfwr
Interpreter --- Machine Libraries[ iSbrare

clOther

-tities

Figure 1: General structure of the programming environment.
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decoded and executed in order to examine and modify A simplified schematic of the virtual machine and
information located in the data area of the system. This how it interacts with the system's other major modules
is completely analogous to the way in which the hard- is shown in Figure 2. The box labeled "Control Logic"
ware inside a modern computer behaves. The separate corresponds to the central processing unit, while the
data and instruction areas represent the physical mem- box labeled "Code Region" contains an internal repre-
ory of the computer, the temporary locations represent sentation of the user's program. The section labeled
the machine registers, and the decoding of commands "Data Region" represents a simplification of the virtual
to examine and modify small pieces of data is the machine's internal memory. Finally, the rectangle la-
function of the central processor. beled "Foreign Data Mapping" corresponds to the ca-

Some typical instructions used by the virtual ma- pability of translating both data and code from external
chine are show in Table 1. Note that the only data types programs and libraries into a format that the virtual
supported at this level are double precision floating machine can understand.
point, integer and character or byte representations. Since the system provides support for exporting
All other data types, including those that are aggre- operations over a local area computer network, the
gated by the interpreter's programming language are machine must provide facilities to build and decode the
decomposed into these simpler types by te parsing and portable data packets. This is critical because different
code generation process. kinds of computers may store objects in different ways.

The virtual machine described here is somewhat For example, even though most machines represent
more complex than those discussed in [29] and [13]. integers as 32 bit numbers, the underlying order of
This is not surprising since the task at hand is much
more ambitious. For example, the input/output facili-
ties are necessarily more robust. Furthermore, the Command
system must interface to other software packages such nterpreter
as existing finite element codes or even subroutine
libraries written in other languages. Hence, the ma-
chine must provide a mechanism for linking the virtual
machine's data area with that of the externally provided r-----------------
module. To carry out this task, the machine provides
the capability to map sections of its internal storage Code Data
area onto the data area of other externally supplied Region Region
subroutines and functions. The user can easily take
advantage of this feature by using the rich variety of ALU71 1 22.0
data types supplied by the interpreter's programming ALU 72 Control
language. ALU73 Logic -3.0

INC28 .8.0

Instruction Parameters Description PSH 4 47.0
I 33.0

ALU op, arguments Binary arithmetic operations I . Foreign .5.0
DEC region, size Decrement value in region " Da-a.' [ Data
INC region, size Increment value in region CAL71 0 Mapping •
LOD region, size Load data from region

STR region, size Store data to region POP 4 ,

PSI size Push data onto the stack 46.0
POP size Pop data from the stack Machine 23.0
JPZ code, addres Jump if code is zero L- - - -- - - - - -----
JMP code, op, address Compare code and Jump
CAL address, arguments Call local routine Structural
FSL address, arguments Call remote routine SuLibraries

Table 1: Some typical instructions. Application
Libraries

Figure 2: Virtual machine schematic.
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these patterns may be quite different. The module
labeled "Foreign Data Mapping" performs this transla-
tion, among others. It also must be able to bind to the
network, establish connections and process the transac-
tion.

There are several points that should be made about _-
the implementation of the virtual machine. Most simple L-

constructions use a stack arrangement. That is, the AAuyzer Imam

representation of the code and data regions depicted in

Figure 2 are contiguous linear sections of memory.
While this is the most straightforward approach, such cod'.
an implementation may be somewhat slow. For this
reason, the control logic contains some storage loca- M o,. ,,o ode

tions, corresponding to registers in an actual computer's er O& Opirmi

hardware, where frequently used information can be
stored. Also, since the virtual machine contains the Muhin

lowest level functions in the entire programming envi- Interpreter Codc

ronment which are frequently executed, pieces of this L..---------
segment are frequently coded in assembly language.
For example, the critical input/output facilities are very
often highly dependent on the underlying computer
hardware, so they are specially coded in assembly
language. Figure 3: Command interpreter schematic.

4.2 Interpreter
combined with these. For example, a package of data

The interpreter serves the critical function of trans- representing a node might be constructed by combining
lating the input into a form which can be efficiently floating point types with integers. Then, an array of
used by the virtual machine. The structure of the 100 objects of this type might be declared as displayed
language accepted by the programming environment below. Comments are enclosed in matching /* *'s.
plays a large part in design of this section. Supporting
a generous number of program constructs and higher type node {
level functions, this module performs the translation of double x, y, z; * locations in space */
the user's input through several phases. Figure 3 sche- integer fixity; P dx,dy,dz,rx,ryrz *1
matically depicts the interpreter's operation. integer id; P a reference number *1

The language constructs accepted by the inter-
preter are a mixture of both C and a dialect of Fortran node nodelist[100]; /* an array of 100 nodes *1
similar to Fortran 8x. The language is structured and
allows for user-defined data types. In addition to sup- Note that, in order to access the spatial location along
porting functions written in its own language, a foreign the X axis of the fifth node, one would use:
function interface also exists for procedures written in
other languages. Finally, objects may be dynamically nodelist[5].x
bound to the programming environment.

Some typical programming constructs are shown where the "." means "member of." This programming
in Table 2. These include a general purpose if then else environment also has a limited pointer mechanism to
statement, a case facility and several iteration or loop allow portions of the virtual machines internal memory
constructs. to be mapped to the storage locations of external data

Data types play an important part in this program- areas. A declaration of the form:
ming environment not only because they make devel-
opment and implementation easier, but also because pointer(node,nodeptr)
they facilitate the interaction between the software
system and programs written externally. The basic would declare the variable nodeptr to be a pointer to an
building blocks of the data types of this system are object of type node. The availability of this simple
shown in Table 3. Additional types may be mixed and pointer type also means that dynamic memory alloca-

8



Statement Form Description

varl = var2 = ... =varN General assignment statement
{ stmtl ; stmt2 ; ...; stmtN ) Statement block
if cond then stmt else stint If-then-else construct
case (expr) case range: stint ... Case selection
do ( iteration expression ) stint Iterated do loop
do ( expression ) stint Tested do loop
do ( value ) times stint Ranged do loop
var = name (parameters) Function call
print (format, exprl ... exprN ) Print with format

Table 2: Some typical programming constructs.

Size
Type (in bytes) Description

character 1 Smallest available unit
integer 4 General purpose integer values
double 8 General purpose floating point values
complex 16 Optionally implemented complex values
quad 18 Optionally implemented in floating point values

Table 3: Basic data types.
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tion is possible within the system. Hence, one can method of operation not only gives a better level of
allocate a list of objects of type node dynamically by performance for larger computations, but it also pro-
using: vides more opportunity for the optimization of numeri-

cal calculations. The third and final method of interac-
flag = allocate(nodeptrnode,100) tion requires the presence of a graphic application

support library. With this method, some degree of

where the intrinsic function allocate is called to assign interaction is provided for selecting objects in a display
storage to the location pointed to by nodeptr. The flag window. This last method is particularly valuable
variable returns an error status if allocate was unable to when computations make use of the structural support
find sufficient space for the new data. librAry.

The foreign function interface provides access not As depicted in Figure 3, there are five major com-
only to the structural engineering and applications li- ponents to the command interpreter. Each of these
braries written in other languages such as C, LISP or modules serves to translate the user's input into a form
Fortran, but it also allows procedures to be accessed suitable for execution on the virtual machine. Lexical
from across the local area network. This ability to analysis breaks the source program up into small pieces
export tasks to remote machines allows the program- called tokens. Next, the parser constructs a new inter-
mer to dynamically select machine power for a given nal representation of the program as a tree. This key
computational task with a fine level of control. Figure encoding preserves the program hierarchy and, through
4 schematically depicts the remote procedure call mecha- the symbol table, the form of the constants and vari-
nism. ables in a portion of the software. During the third

Network tasks are broken into operations at the phase, the program is checked for semantic errors and
procedure level. As shown in Figure 4, a sample some Type conversions are carried out. The code
operation such as the solution of a linear system of optimizer translates expression trees into directed graphs
equations may be considered a single task, or it may be in order to find common expressions. Finally, machine
further divided into sub-tasks, such as factorization and code is generated during the last phase.
forward- and back-substitution. In either case, the From an implementation standpoint, the interpreter
operation is dispatched to the virtual machine where a represents the current state of the art in computer sci-
course of action is taken. The task may be executed ence applications. It makes use of an LALR parser [2],
locally by the virtual machine. Or, the operation might sophisticated code optimizer [151 and code generator
be done on a local computer. Alternatively, the task [29]. In addition to providing facilities for interactive
could be exported to a larger supercomputer if neces- input and debugging support, the structural engineering
sary. In the event that a given computer is not avail- programming environment described here can commu-
able, a fall-back mechanism is possible. Hence, a nicate over a local area network through the public
computation does not have to halt if access to remote domain RPC [61 mechanism.
machine is not possible, the calculation could fall-back Because the command interpreter plays such a
to a local computer and continue processing. While the critical role in how the system is used, there are many
remote procedure call mechanism does entail a certain more features which could be added. A method for
amount of overhead to set up and tear down network incremental compilation, such as the one described in
connections, it may still prove very worthwhile if the 1261 would greatly improve system response, although
remote resources can provide sufficient capacity to it might require that the form of the language be modi-
handle very computationally intensive tasks. fied somewhat. Also, because different computers

Users may interact with the programming environ- have substantially diverse ways of evaluating floating
ment through the interpreter in three ways. The first is point expressions 1201, a more general format is re-
by directly entering commands into the system. The quired for floating point values exported by the remote
input is translated and run on the virtual machine syn- procedure mechanism. Unfortunately, this topic is still
chronously. Any program information is buffered so an active area of research and no standard method
that the user may return to the previously entered data exists for dealing with this problem.
and modify it by using a standard text editor. This
mode of operation is similar to that provided by [9]. 4.3 Structural Libraries
While this method of interaction can be very conven-
ient for creating short programs or debugging algo- The structural libraries provide the primary means
rithms, most larger problems often use a second or of applying the programming environment in engineer-
batch oriented method. Here, input is processed and ing calculations. This collection of routines is specifi-
executed by the virtual machine asynchronously. This cally oriented toward solving structural engineering
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problems. Beside providing a named work space for cal properties such as mass, density and thickness but
data, the code in this library supplies a collection of also analytical relationships such as yield surfaces,
utilities for building and manipulating finite element damage constraints and nonlinear response parameters.
models. A variety of standard structural analysis tech- A sample of some of the features provided by this
niques is also available, algorithms and techniques collection of routines is shown in Table 6.
which are not part of this library can be readily pro-
grammed by supplying information to the command
interpreter.Function Description

This programming environment provides a storage gen grid (xl, yl ... Rectangular grid

area for structural engineering models. The major xN, yN, n, m)
portions are listed and described in Table 4. There can move node (node, xl, Move a node in space
be many different storage areas during a session, but y1, zl)
each space has a unique name associated with it. Asso- id = add node (xl, yl, zl) Add a node, return identifier
ciation between this named storage area and other flag = delete node (node) Delete a node, return code

portions of the system can be automatically mapped by
the virtual machine. Table 5: Some geometry operations.

Area Description

Nodes Spatial nodal locations Function Description

Elements Element incidence pool
Materials Geometrical and material parameters id = add property New instance
Boundary Displacement boundary conditions (valuel ... valueN)Loads Nodal and element force conditions ange property Change nth id entryI (id, nth, value)

flag = delete property Delete a id, returning codeTable 4: Named work space data areas. (d
(id)

The structural support library separates engineer-
ing tasks into six distinct areas. This division roughly Table 6: Some property operations.
corresponds to the ways in which analytical models are
commonly constructed, modified and used. Note that 4.3.3 Boundary
the libraries only provide an interface in terms of func-
tions that can be called through the command inter- Displacement constraints can be added or modi-
preter. This collection of utilities is essentially state- fied by using the utilities supplied in this package. In
less. When context information is required by one of addition to providing simple support conditions, dis-
the routines, an identification handle is returned by the placement constraints may also be specified. Such
routine which creates an instance of an object. constraints might be useful during an analysis which

requires either complex support conditions or involves
4.3.1 Geometry the study of bodies subject to contact conditions. Some

functions from this subsection are listed in Table 7.
The geometry subsection allows an engineer to

build and change the geometrical description of a model.
For example, this area contains finite element mesh Function Description
generators for rectangular, cylindrical and spherical id = add boundary New boundary instance
coordinate systems. In addition it may contain a gra-
phical interface so that these meshes can be displayed (node)
on a terminal or hardcopy device. Some sample fea- flag = delete boundary Delete support condition
tures of this package are listed in Table 5. (id)

flag = set boundary (id, Add fixed support at id

4.3.2 Property code)
flag = mast boundary Link id to master

The property subsection lets the engineer specify (master, code, id)

the constitutive and material properties of the model
under consideration. This includes not only the physi- Table 7: Some boundary operations.
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4.3.4 Loads to examine various response parameters. For example,
end forces and moments might be converted to stresses

By using this subsection of utilities, a user may or reactions may be calculated. Although all informa-
specify the static and dynamic loadings on a model. tion in the analytical model's work space is available at
Different loading cases are provided along with the the interpreter level, these routines provide a set of
capability to combine different loading conditions. most common utilities usually required by the engineer
Through the command interpreter, options are also in order to investigate the behavior of a structural
available for generating loadings according to general model. Several features of this package are shown in
functions. Several possible operations provided in this Table 10.
package are listed in Table 8.

Function Description

Function Description disp = delta result (id) Extract displacements
stress = stress result (id) Extract element stresses

id = add load (node, New load instance for case noe stoe result (id) Prct nodal stresses

case), node =node result (id) IProject nodal stresses

flag = delete load Delete load condition Table 10: Features from the result package.
(id)

id = combine load New load = 11 * ml + 12 * m2 4.4. Application Libraries
(idl, ml, id2, m2)

id = time load (kind, Dynamic load The application libraries consist of a collection of
id, dt) utilities which, for the most part, optionally support the

programming environment. They essentially provide a
Table 8: Some loading operations. mechanism by which the system can be extended in a

portable and compatible way. While the virtual ma-
4.3.5 Analysis chine, interpreter and structural libraries are necessary

to the software system in terms of structural engineer-
This package of analysis routines allows the engi- ing calculations, the application libraries provide extra

neer to study the structural model by using a library of functionality.
existing algorithms. Note that the programmer may By using the dynamic binding mechanism of the
also directly specify new algorithms and techniques system, the programmer can make efficient use of the
directly at the interpreter level. This collection of tools supplied by this collection of software. Figure 5
software routines covers the most common analytical shows how new applications can "grow" to accommo-
methods including static analysis, different approaches date the new operations. Originally the two boxes on
to solution of nonlinear systems, and options for dy- the left represent the original programming environ-
namic analysis, including both time history and re- ment and a library of additional applications. The
sponse spectrum solution methods. A few operations interpreter instructs the system to bind the new utility
are listed in Table 9. to the system dynamically. The box on the right repre-

sents a new version of the system, which includes the
application. Once this binding has taken place, the user

Function Description may call any function in the library as if it were origi-
nally part of the system. The layered approach is not

id = analysis feap Create a FEAP input file only very efficient in today's virtual memory comput-
(workspace) ers, but it also facilitates the construction of software

flag = run feap (id) Carry out a FEAP analysis systems tailored to specific applications and hardware
id = save feap (id) Store FEAP response environments. If a particular problem does not require

parameter a set of operations, then it never has to become part of
the programming environment.

Table 9: Some analytical operations. In the context of the present system, the applica-
tions library contains three separate utilities. They are:

4.3.6 Results the system interface to a set of popular finite element
codes, a mechanism for linking to some networking

This last collection of routines allows the engineer and mathematical libraries and a provision to connect
to extract information from the analysis phase in order to a network based computer graphics system.
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example discusses how the system might be used to
carry out a nonlinear analysis. Two other examples are
presented by demonstrating the capabilities of the pro-

Base New gramming environment in common situations.
System System The task of studying the nonlinear response of a

finite element system to a given loading condition
involves three major steps. First, the model must be
constructed. Next, a solution method must be chosen

Additional t and applied to the model. Finally, response parameters
Function I are extracted and studied.

L_- - The construction of a finite element model in the
system described in this report involves creating a

Figure 5: Dynamic binding, named workspace for the data, generating information
by entering commands to the interpreter and possibly
examining a graphical representation of the structure

The links to various finite element codes is usually by using the facilities provided by the window system.
system dependent. Many sites have definite prefer- For instance, the following commands might be used to
cnces for the codes they wish to support and use. The generate the geometrical description of the finite ele-
library routines do not do any calculations themselves. ment model. The model is a 7 by 7 grid of elements 10
Instead, they only implement the interface between the units by 10 units in size. The interior nodes are per-
virtual machine and the data areas of the finite element turbed by some amount in order to study the behavior
programs. of a distorted mesh.

The second set of utilities, access to network and
mathematical libraries, performs two important tasks. function my-geomctricmodel(modcl-id)
The first is make availabl, a set of functions which can Model modelid;
map user level data objects into a portable network {
independent format. The second is provide an interface integer i;
to several popular mathematical subroutine collections. double randomo;
These include software systems such as LINPACK [8], Node node-data;
EISPACK [30], and the IMSL [101 collection of rou- modelid = new-model("Nonlinear Study");
tines. This interface provides sonic powerful tools gen-grd(0,0,10,0,1,10,0,10,7,7);
when new engineering algorithms are developed and do i = 1,49 (
studied. node-data = node-info(i);

The third group of application utilities is an inter- if ((node-data.x > 0) and
face to a graphics and workstation windowing system (nodedata.y > 0) and
called X Windows [281. The present library currently (node.data.x - 10) and
has the capability to display geometrical data, draw (node.data.y < 10)) then (
simple graphs and even animate the response of engi- /* random returns values in the range 0 < n - 1 */
neering models to various loading conditions. node-data.x = node-data.x + 0.5*(random0 - 0.5;

There are many other possible applications which node-data.y = node-data.y + 0.5*(random0). 0.5);

might be added in the future. For example, support for
high level engineering graphics interface such as PHIGS
151, a library of routines for exploiting the parallel return;
processing of capabilities of hardware, or a mechanism
for translating the language accepted by the interpreter )
into standard Fortran would all be very useful addi-
tions to the programming environment. Loads, material properties, and boundary conditions

are added and modified in a similar manner.
5 EXAMPLES Next, an analysis technique is chosen. For simple

nonlinear behavior, the engineer might elect to study
In order to illustrate how this programming envi- the system using an existing finite element package.

ronment can be applied to structural engineering prob- Hence, the user could simply generate an input file for
lems some short examples are listed here. The first the code.
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generate-input(model-id) portion of program text visible in the window is repre-
Model modeLid; sentative of how a piece of software would appear for

S1eany application. The window in the upper right hand/* 10 steps of newton raphson iteration *
comer contains a script for the MACSYMA system.describe-analysis(model.id,"newton",10); Ti olcino omnsisrcsMCYAt

/*"code" is the package which will use the analysis */ This collection of commands instcts MACSYMA to

gen..code(modelid,"code"); symbolically solve the differential equation of motion
return of the simple model. Only a portion of the entire script

is visible in this window. The window in the upper left
hand comer depicts the physical representation of the

Alternatively, the user might specify the algorithm model, and how it responds to various excitations.
directly, instead of using the templates provided by the This example illustrates three important features
system. For example, to perform 10 Newton-Raphson of the system. First, it shows the environment's capa-
iterations, the following commands could be used. bility to communicate with other computer programs,

even those written in different languages. Second, the
my.newton(model-id) example clarifies the relationship between the com-
Model modelid; mand interpreter, network interface and virtual ma-
{ chine by placing each of the operations in a separate

do (10) times window. Finally, it also features the graphic capabili-
make-tangent(modelid); ties of the environment.
make-residual(model-id); The second example illustrates the use of the sys-
getdisplacements(modelid); tern for the study of the nonlinear response of a braced

} frame due to an earthquake excitation. Here, a six story
frame is subjected to a scaled ground acceleration. The

Other functions are invoked to construct and assemble actual analysis is carried out over a local area computer

the model's stiffness and load matrices. network, and selected results are saved for later study.
Finally, the response parameters corresponding to Four windows are depicted in Figure 7. As before,

displacements and stress may be examined. The re- the bottom window contains the programming environ-

sponse parameters may be combined with the mesh ment's command interpreter. The particular segment of

geometry, or they be output directly as numerical val- code visible in the window scales the displacement

Iles. response values so that they may be more readily seen
Two other demonstration examples are also shown in the graphic display. The windows at the top of the

here. Both of these seek to illustrate some of the screen contain the animated response of the frame

working capabilities of the current programming ervi- model. The window at the top right illustrates the

ronrment. entire model and its response to the loading. Note that

The first example is a demonstration system for brace on the second level has buckled and undergone a

investigating the response of a single degree of free- permanent vertical deformation. The windows in the

dom system. In order to carry out the required calcula- top right hand portion of the screen are attached to

tions, the programming environment interfaces lo the specific response values. In this case, these happen to

MACSYMA [21] symbolic manipulation system. Us- be the top story horizontal displacement and the second

ing this tool, an analytical result in terms of the model's story vertical displacement. Of course, other monitor-

physical parameters k, in and c may be obtained. The ing is possible.

MACSYMA system generates a result in the Fortran This example illustrates the capabilities of the sys-

language, which is then returned to the programming tern to exploit a local area computer network connec-
environment. Given this information, a graphical rep- tion in order to carry out an analysis and forward the

resentation of the system may be animated to show how results back to the programming environment. Further-

the system might respond to a given set of initial more, it also shows the system's ability to integrate the

conditions. analysis operation with a workstation's graphic display.

Figure 6 shows a copy of the workstation's display
during the animation process. Three windows appear 6 SUMMARY
on the screen. The bottom window contains the pro-
granming environment's command interpreter. Note This report gives a somewhat detailed overview of
that the lines input by the user are numbered, so that a programming environment for structural engineering

they may later be recalled, if necessary. The short computations. While the system is primarily intended
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for the research community, it may also find a wide The system described in this report is intended to
variety of applications in commercial production situ- provide state of the art facilities for engineering calcu-
ations as well. The programmidng system is highly lations. Accordingly, this programming environment
modularized, provides a flexible and extensible plat- contains several innovative ideas. Some of these are
form for softwvare development and highly suited to listed below:
today's computer technology.

With the availability of low cost engineering work- *The system is compartmentalized into four major
stations, equipped with powerful central processors, a areas: an interpreter, the virtual machine, a set of struc-
computer network interface and high resolution com- tural libraries and a collection of application libraries.
puter graphic capabilities, the computational opportu- This division not only makes the development and
nities for structural engineers is gradually changing. maintenance of the system much more straightforward,
No longer does the development of new algorithms and but it also makes the environment much easier to use by
techniques require that a programmer carry out many providing a logical overall framework.
iterations of the "edit, compile and debug" cycle. New
computer hardware has changed all of that. It is now *A programmable and extensible command in-
possible to provide a custom environment for structural terpreter is the major user level interface to the envi-
engineering applications which provides support not ronment. The command language is quite sophisti-
only in terms of the creation and manipulation of finite cated. It allows the engineer to write loops, condition-
element models, but also in the development and study als, internal proceduires and define variables. Further-
of new algorithms and computational strategies. more, the system has several basic data types, and new

data types may be defined by the programmer.
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Figure 7: Nonlinear response of a braced frame.

This environment supports computer network • The programming environment is comprised of
operations. In particular, tasks may be exported to dif- several layers of implementation. Only a small collec-
fcrent computers across a local area network on a lion of utilities makes up the basic system, all other
procedure basis. In addition to providing a fall back items may be optionally added if they are required by
mechanism if remote resources are not available, the an implementation.
system will automatically convert data to and from a
computer independent representation. • This system provides a callable interface to a

structural support library. A collection of routines in
* A virtual machine makes the system easier to this library, along with a named work space, allows an

move to new computers and operating systems by lo- engineer to flexibly tailor how a given engineering
calizing the areas where changes need to be made. The model might be rel)resented. Furthermore, since algo-
virtual machine provides a level of abstraction above rithms can also be described at the command inter-
the actual workstation hardware and software, and it preter level, there is no longer a division between a
helps to make the various system interfaces much more finite element model and the operations performed on
uniform, it. Hence, for example, new techniques such as adap-

tive h and p order mesh refinement may be more
* By allowing objects to be bound to the system at readily implemented.

run time, this computer environment can efficiently run
on today's engineering workstations. Dynamic binding * The set of application libraries can be used to
not only makes the I ise system much smaller, but it take advantage of the large body of existing computer
also allows library routines to be developed asynchro- code. For example, the system has the capability to
nously. communicate with large finite element codes and a set

of standard mathematical libraries.
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This programming environment for structural en- [9] Goldberg, A.; Robson, D. (1983) Smalltalk-80: The
gineering applications can offer a great deal of support Language and Its Implementations, Reading Mass.;
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